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Ab.vlract - As the budget for the space
industry is dwindling, a reusable avionics
architecture applicable across multiple
missions is urgently needed  to reduce the
development and production costs of flight
projects. “1’his paper presents a nlulti-
mission avionics architecture which employs
intcrfacc  s tandards  cxtcnsivc]y,  so that
avionics systems can be built rapidly by
asscnlb]ing  subsystems and instruments in a
plug-and-play manner. The key feature of
this architecture is a “backbone” standard
paral Icl bus which can accommodate various
standard interfaces through a repertoire of
1/0 modules. 1 lcnce,  specific mission
rcquircmcnts can be met by selecting and
integrating the appropriate subsystems and
instruments into the system. This
architecture can also adopt different
“backbone” buses, implement redundant
processors, and support distributed
processing. An example of the architecture
using the MOPS6000 from the Southwest
Research Institute is also described.
I;xpcrimcnts will be done in the Flight
Sy;tcm ‘1’cstbcd (l~S’1’) of the Jet Propulsion
1.aboratory to benchmark the M0PS6000
and to demonstrate its multi-mission
capability.
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1. INIRODuCTION

As the budget for the space industry is
dwindling, many new and exciting space
prog ams do not have sufficient funding to
develop new architectures and technologies
to meet their requirements. Nor is there the
market or funding to keep current suppliers
interested in the qualification and production
of electronic parts/components driven solely
by space radiation effects. In order to
circumvent the fhnding  problem and, at the
same time, develop the appropriate enabling
technologies, JPI. has been working with
industry to develop a reusable avionics
architecture applicable across multiple
missions. ‘l’his architecture will be based
heavily on the use of existing standards and
will be designed to permit insertion of
commcrciall  y available parts, where
applicable. The architecture must also lean
in the direction of t ightcr  i ntcgrat  ion across
classical subsystcm  boundaries. As a result,
the associated dcvclopmcnt  and design costs
COUI d be amorti z.cd and leveraged across
these multiple missions and ideally across
the larger commercial application market.
‘1’his would result in lower costs for
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individual missions, faster development
cyc]cs (e.g. twelve to eighteen months from
preliminary design to acceptance test), rapid
technology. insertion for upgrades and high
quality/reliability avionics through
inheritance and reuse,

The multi-mission concept is not new, but
previous attempts at .IPl, have concentrated
on identifying a single set of requirements (a
point solution) suitable for multiple
missions, as illustrated in l~igurc  1.
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Figure 1: l’raditional JP1, Approach for Multiple
Missions Avionics Design
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LInforttn]atcly  the rcquircmcnts for different
missions rarely overlap, as it is shown in
Figure 2.
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I;ig,urc 2.: Mission Requirements Seldom Meet

111 this paper, rather than trying to identify
Sucrh a common and narrow set of
rcquircmcnts, wc propose to develop a

flexible avionics architecture that can cover
a much wider range of rcquircmcnts in the
trade space (a multi-dimensional region
based solution). I’his is shown in Figure 3.
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Figure 3: I;lcxiblc (:orc l)csi.gn Covering Disjoint
Mission Requirements

The proposed n]u]ti-mission  space avionics
architecture is being established by
executing the following steps. First,
establish the rcquircmcnt space(s) that result
from known planned space exploration
tnissions  or mission sets. Second, develop
an architecture based on standards and as
much existing avionics technology as
possible that can fit within the boundary of
these requirement spaces. Third, the
communication infrastructure necessary to
support the interface bctwccn  subsystcm
element functions and instruments must be
established, ‘l’his infrastructure should be
flexible enough to accommodate the rapid
inscr tion o f ncw]y developed avionics
clenlcnts/technologies. The interface
bctwccn  the a~ionics  elements and the
communication infrastructure should bc
based on cxisling, standards, if applicable,
and must be specified as part of the
arcllitccturc. ‘1’hc resulting interfaces will
then be capable of decoupling the avionics
elements from the communication
infrastructure, so that technologies within
each clement can bc upgraded and inserted
without causing a reinvention of the overall
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core design of the systcm for each mission
or mission set.

2, SLJRWY w SPAC:I:CRAFT  AVIONICS

RI: QUIRF:MI:N’I’S

A suIvcy  of the some of the avionics
rcquircmcnts for several planned missions at
JPI, is shown in ‘1’able 1.

I’hcsc rcquircmcnts include such items as
mass, volume, and power of the information
managcnlent  s ystcm (i .c., Command and
Data J ]and]ing  (C&D}l) and Guidance,
Navigation, and Control (GN&C)), radiation
tolerance, CI’lJ performance, and the size of
the local and mass memory. ‘l’his survey is
not exhaustive and many parameters have
not  been included. 1  Iowevcr,  it
demonstrates the diversity of rcquircmcnts
for avionics systems in space missions.

3. A MUI.11-MISSION SPACX AVIONICS

ARCIHTIK’NJRF:

‘1’hc summary of mission rcquircrncnts
shown in ‘1’able 1 suggests that a multi-
mission avionics architecture must cover a
large rcquircmcnt  space. In order to achieve
a flexible architecture to cover disjoint
rcqui remcnt spaces imposed by different
missions or mission sets, the system should
bc cornposcd  of rcconfigurable modules and
the interfaces of the modules must bc
stanctardizcd. ‘1’hcsc two requirements arc
the basis of the multi-mission space avionics
archi tcctures  prcscntcd  in this paper. An
example of such a mu]ti-mission  architecture
beinp, consiclcrcd by J1’I, is shown in Figure
4.

Table I: Survey of J]’], Missions Requirements

TCassit’i.— . ..—
Information Systcm _mo—
Power (Watts/string) (54)——— —.—
information Systcm 26.5
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Volume (cm3/string) (93081)
Radiation Tolcrancc _mo—
(KI<AI)  ‘1’11]).—. —

CPIJ I’crformancc T2-
(MIPS)——. — .
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(2) information system inciudcs  the Command and Data I landlinp, function and the Guidance and Control
functions

(3) Values represent one string of either sing,le or dual string configurations. Values in parenthesis
represent values for dual string configurations
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Figure 4: Multi-Mission Space Avionics Architccturc

‘1’hc architecture shown in Figure 4 is very
simi Iar to many space avionics architectures.
‘1’hc unique feature is that standard interfaces
arc used throughout the system. In
particular, a standard parallel bus between
the processor-memory and the 1/0 modules
is used as the “backbone” bus which can
accommodate a variety of subsystems and
instruments. Therefore, subsystems and
equipment with different mass, power,
performance, and other characteristics can
be integrated to meet the requirements of
various missions without affecting the basic
architecture of the avionics system. Hence,
the avionics system can be built rapidly and
cost-effectively.

q’hc selection of a standard parallel bus as
the backbone bus is an important
architectural decision. The first standard
parallel bus ever sclcctcd  for flight projects
at JPl. is the VMllbus, which is used on the
Mars Pathfinder project. Currently, the PCI
bus is being considered by the first deep
space Inission  of the Ncw Millennium
program, l’luto Ikprcss ancl other missions.
on the other hand, it is also recognized that
a true ]nulti-mission architecture should be

able to accommoc]atc  any new parallel bus
standards. q’his  can be achieved by
employing a brid~~,c  bctwccn  the old and new
backbone standard parallel busses, as it is
sho~~n  in Figure 5.

l-he extended multi-mission avionics
architecture will allow a gradual migration
from the old to the ncw backbone bus that is
either more suitable for a particular mission
or technologically advanced. An inverse
approach can also be taken such that the new
bus is the main backbone bus (i.e., directly
controlled by the processor-memory core
modu]e)  and a bridge is used to adopt the
old bus so that previously designed 1/0
mod ules can bc inherited. This approach is
being taken by the first deep space mission
of tile New Millennium Program, in which
the I’CI bus is the new backbone bus and the
VMI; is the old backbone bus.

Another factor that will affect the selection
of the backbone bus is the number of
masters on the bus. l~or missions that
require distributed processing, the sclcctcd
backbone bus must bc able to support
multiple bus masters. J])]., up to this time,
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Figure S: Extended Multi-hlissior) Spacc Avior]ics Arctlitccturc

has not found any need for distributed
proccssi]lg  in deep space missions. What
most pmjccts need is a centralized processor
witl~ software programmable speed and
power. This is bccausc  in a typical deep
space mi ssicm, the pmccssor  can run at very
low speed during cruise phase to conserve
power, and must run at full speed during the
mission critical phase to capture the science
and image data. As an example, the flight
computer (MIW) being used in the Mars
l’athiindcr  project has a programmable
speed from 2.5 MIPS to 22 MIPS with an
increment of 0.45 Watts/MIPS. ‘l-hc
processor will run at 10 MIIz during cruise
and 20 Ml IZ during the l{ntry-Dcscend-
1,al]ding phase.

On the other hand, as future spacecraft
employ more autonomous techniques for
navigation and fault protection to rcducc the
the need for ground intervention and hcncc
the riost of mission operations, stringent
rcquircmcnts on computational capability
will cventuall  y require distributed
processing. ‘1’here arc two possible ways for
the multi-mission architecture to incorporate
distributed processing capability. ‘1’he first

way is to intro(iucc  a new multi-master
s~andard  backbone bus to the systcm by
means of a bridge as mentioned above. ‘l-hc
othc] approach is to devise a special 1/0
module to facilitate the communication of
the backbone buses of two or more
processors. ‘1’hc latter approach is also
suitable for implementing a dual-string fault
tolerant avionics systcm (SCC I;igure 6),
which will be disc. usscd in the next section.

I~inally, the processor-memory core module
must also have certain characteristics in
ordc] to bc applicable for multiple missions.
First, since mass and volume arc always
important concerns for any spacecraft
dcsip,n,  the core module must take advantage
of the most advanced technologies to
minimize these parameters. Currently, there
are several on-going proj ccts a t  JP1.
planning to usc the Multi-Chip-Module
(MCM) technology to reduce mass and
volume, Sornc of these projects arc even
planning to usc MCh4  stacks to incorporate
the processor-memory core and al 1 1/0
modules, so that the mass and volume can
bc further rcduccd, Some of the MCM
stacks will adopt high density interconnects
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and “Space-Cube” technologies. (NOtc:
Space-Cube is a JP1. invented technique in
which the MCM modules can bc rotated and
stacked. ) ‘1’hc selection of which MCM or
MCM stacking technology will bc based on
an overall consideration of manufacturabil-
ity, testability, reliability, and n~aintainabil-
ity. Second, power consumption is another
very important concern for deep space
missions and therefore should also be
minimized by advanced technologies. The
3.3 Volt technology is being planned to be
used by several projects to rcducc  power.
Third, the core module should have software
programmable speed and power., ‘1’hese
charactcri  sties arc not only needed to make
the avionics system adaptable to different
mission phases, they arc also needed to
satisfy various performance and power
rcquircmcnts of different missions. Fourth,
the core module should be designed in such
a way that it can have either simplex or
duplex  processors. A core module with
lock-step dual processors can simplify the
systcm level  fault tolerance while a single
processor can reduce power ccmsumption.
~’hcsc characteristics will have a wide range
of applications and thus make the processor-
mcmory core module applicable for multi-
missions.

5. ‘1’1 [E COhlMuN104T10Ns  iNFRASTRUCTURE
or’ MUI,TI-MISSION AVIONICS

ARCHITECTURE :

‘1’hc p u r p o s e  o f cstab]ishing  a
communication infrastructure for the Multi-
Mission Space Avionics Architccturc  is to
provi(ic  the flexibility to support a wide
range of interfaces for a variety of
subsystems and instruments. “l’his
in frast ructurc includes the “backbone”
parallel bus as dcscribcd  in the lmt section.
in addition, it also includes the set of 1/0

modules and the software objects to drive
these modules.

‘1’he nccess:iry  set of 1/0 modules can bc
very large if al 1 subsystems and instruments
use unique and arbitrarily y designed
intcriaccs.  in order to limit the size of the
1/0 module set, it is necessary to restrict the
dcsip,ns  of subsystems and instruments to
standard interfaces. In this paper, it is
assumed that the standard interface between
the 1/0 module and the instruments are
predominately serial, since the experience at
JPI. has shown that serial interfaces can
significant y rcducc the mass and
complexity of cabling. 1 lowcvcr, the
backbone parallel bus does not exclude any
instruments with parallel interfaces as long
as the interfaces are widely accepted
industrial standards.

With interface standards defining both ends
of the 1/0 modules, a repertoire of pre-
fabricated 1/0 modules can be established.
I lence,  avionics systems can be developed
rapid 1 y by selecting and integrating these
pre-fabricated modules with the proccss-
memory core moclule. “l’his approach also
provides some flexibility for the instruments
to select the suitable interface standard. An
exan]p]e set of 1/0 modules that would be
useful for some of the on-going and future
projects at J] ’I. arc list below. On the other
hand, an industry wide effort will bc needed
to identify the set of most commonly
1/0 modules in space applications and
form factors to facilitate
interchangeability.

(1) VMli to 155311 bus
(2) PCI to 1<S422 (with LJAI<’I’)

used
their

the

(3) PC] to 1<S485 (with 155311 protocol)
(4) PC1 to 1773 bus
(5) PC1 to l; O1lll



The only interfaces that do not depend on
the hackbonc  parallel bus arc the RFS uplink
and ctownlink interfaces. ‘1’hcy arc separated
from the backbone bus so that tclccornmand
(uplink)  and telemetry (downlink)  will not
be  b locked  by  bus  traflic. ‘l’his is
particularly important for the cases in which
the spacecraft relics on ground intervention
for fault rccovcry. l-here is no standard for
these interfaces at this point. I Iowever,  a
typical uplink  intcrfacc design used in many
JPI. deep space probes consists of data,
c lock ,  and  synchroni~ation  s ignals .  A
typical down] ink interface consists of data
and clock signals. Since these interfaces are
relatively simple, they could be easily
adopted by most of the communication
subs ystcms.

Corresponding to the repertoire of 1/0
modules, a library of software objects that
control the 1/0 modules can also be
established. “l’he software objects will
provide the basic scrviccs of the 1/0 module
[o the higher ICVCI applications. An 1/0
module can have more than one software
object if it has several options of higher
level protocols. Since the functionality of

L–._J 1

the 1/0 modules arc well defined by the
interface stan(iards, the software obj ccts arc
highly reusable. Thus, the software
dcvcloprncnt  cost can bc s i g n i f i c a n t l y
rcduccd. Such a software dcvclopmcnt
effort is currently ongoing in the JP1. l:light
Systcm  Tcstbcd.

Fui-thermorc, the multi-mission avionics
architecture has to support various levels of
fault tolerance as required by many
missions. This can bc achieved by including
a special cross-string 1/0 in the
conllnunicalion  infrastructure. I:or instance,
there are several projects at JPI, employing
dual-string architectures to achicvc  high
reliability. The dual-string architecture has
two strings of processor, local memory,
mass memory, and various subsystems and
instruments. ‘1’hc strings arc redundant so
that if one string fails, the surviving string
becomes the active string. in order to
support fault detection and recovery, both
strin~s  r e q u i r e  a special IJO module that
corn] nunicatcs  with the other string. The
application of the cross-string 1/0 modules
in the multi-mission avionics architecture is
depicted in l;igurc 6.

_ ——.. —.—
Processor-1 ,ocal

Memory Core Module

1=.

uplink/downlink

(include Power llnit)

L . . . – r .  + I

To subsystems a]ld instruments

l;igurc 6: Dual-String Multi-Mission Space Avionics Architccturc
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6. IIXAMI%E  OF Mth.m-MEsloIQ  AVIONICS

ARCIII’I’KI’LJIW

As an instance of this multi-mission avionics
architecture, I/oral l~cdcral  Systems and the
southwest Research lnstitutc have
developed the M0PS6000  (Miniaturized
Optimized l%occssor  for Space --RAD6000),
and arc working with J]>], to further develop
the MOPS6000 as a multi-mission space
avionics systcm. l:igurc 7 shows the
architecture of the MOPS6000, along with
the block diagram of the LIOWME bridge
which will bc explained in the following.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MOPS LCCAl  MEMCRY

EWPNSION

I=@

em]

,. . . . . . . . . -------- --—  JZ

[F*;””””--”-”-”-~_.__.___e._ . . ...7
~ WE ADAPTER BOARD

Figure 7: MOPS6000  Architecture Showing
I,1ONME  Bridge

‘I$hc MO1’S6000  is an ultra compact multi-
chip-module-based space flight computer
t h a t  u s e s  t h e  RAI)6000 CPIJ e n g i n e
dcvclopcd  by 1 xv-al Federal Systems. ‘1’hc
MOPS 6 00 0 is ICSS than 300 cubic
ccntimctcrs (18 cu in.) in volume, with a
mass < 350 grams. M0PS6000  delivers 2.0
MIPS pcr cubic i~)ch  and is functionally
equivalent to the Mars Pathfinder FIight
Computer which is currcntl y mounted on a

VM1lbus  6U circuit board (9*7.7* 0.8 = 55.4
ci and 22 MIPS) and delivers 0.4 Mll)S pcr
cubic inch. ‘1’hrough this evolution of the
avionics, the 6U size circuit board will
event ual 1 y bc rcplaccd by an MCM stack
and the VM I ;bus will bc rcplaccd  by the PC1
bus. The salient features of the MOPS6000
are summarized ill ‘l’able 11 below.

‘1’hc MOPS6000 communication infra-
structure is made up two levels of interfaces.
The first lCVCI is a high speed standard
paral lc1 bus for intcrna] communication
bctwccn  the processor, local and m a s s
memory, and the 1/0 modules. The MOPS
internal parallel bus is the 1,10 bus. The
MO bus will bc bridged by F’PGA to a PCI
bus, or to one of the standard serial
interfaces extending from the 1/0 modules to
the instrument(s). l{xamplcs of these serial
interfaces inc]udc MII.-STD-1 773A, [JART
with RS-422/485 for the electrical layer, or
MI I ,-STII-l  553B protocol with an 1{ S-485
electrical layer as a low power system. The
1/0 modules to handle these serial interfaces
can bc indcpcndcntly  inserted into the PC]
parallel bus, 1 lcncc, either point-to-point or
bus topolog,ics  (or a hybrid of the two) can
bc implemented with this architecture.
Since both the para]lcl bus and the serial
interfaces arc existing standards, a rcpcrtoirc
of 1/0 modules for different standards can bc
prc-iabricatcd. 1 Icncc, the avionics systcm
designer can select the 1/0 modules that can
meet his own rcquircmcnts such as data rate,
power, and mass, and then put together the
systcm  rapidly in a “1 ,IIGO” approach. The
protocol of the parallel bus is the interface
betmcen the communication infrastructure
and avionics elements. As long as the
processor,  memory and 1/0 modules
conform to this protocol, they can bc
upgl adcd without affecting the rest of the
avionics Systcm ‘1’his plug-and-play
app] each may be further extended to include
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“l’able  11: M0PS6000  Rad-1 lard Spticccraft Computer

-—- . . . ~—. -——.— _ _.—. .
I Icritagc Mars Pathfinder 1 ‘light  Computer—. —... —.. . . —— ..— — __— — — .  ————— ..—
l~nginc

—
RAIMOOO-SC— . . . —-. —-— ——

Memory
—. ___

2’ MRytcs  SRAM Main Memory
256 Kbytes  l;] iI’ROM SUROM

Memory  Option:
DRAM w/fHIAC.. -—-_.. ——-—— —— . ..——

1/0 - l~lcxiblc/l;PGA-based lntcr~ace VM1;bus, 1< S-232, 1< S-422/485, host interface,
Internal 1 .ocal 1/0 Bus_ ..,,  ___ —- —-—-— ——— ..—

Speed 22 MIPS {i) 20 MIIz
35 MIPS {i) 33 MHz—— ._. _ — - . — —  —

Software Sclcctablc  Clocks
———. ..—

IX, 1/2x, 1/4x, l/8x..-. —- ..-. —.- — —-—— ———. -.—
Power 10.5 Watts @20 Mllz

2.5 Watts @) 2.5 MIIz.—. .—. . .— .— -— —-—
Mass <350 grams.-— —. . .—. —- ——-— —-—— . ..—.

Size/Volunlc --8 X 9 X 4 cnl/300  Cnl’.-. —.— ..-— —
Software I)cvclopmcnt l’ools

—..
<:: VxWorks (Wind River)

Ada & C Ada: VADSCross or liquivalent
RISC System 6000 or SUN Software

IJcvelopnmnt  1 tnvironmcnt-- ——. . .— --- —— —-— —
1 lardwarc  Dcvclopmcnt  Tools

-———  . ..—
RISC Systenl/6000  Workstation.

Mars Pathfinder Breadboard, I lcurikon 68040 S13C--— --.:.—

a multiple “cube” approach where similar
packaging will implement other key
functions of the system (i e., other Mars
Pathfinder type functions/cards). I’his
would allow a multiple cube approach on a
“cold plate interconnect” with follow-on
compression to an integrated or extended
cube. A special 1/0 module is designed to
allow direct communication bctwccn  the
parallel buses of two multi-mission avionics
cores. ‘1’his would allow implementation of
multi-processor systems for distributed
processing and/or redundant processors for
fault tolcrancc. Much of the MO1’S6000
design is based on a high level of inheritance
fronl (11c Mars Pathfinder Attitude and
Information Management Avionics. l;light
c o m p u t i n g  l C S ,  ASICS,  FPGAs, I:light
Software, 1{”1’0S, dcvclopmcnt  files/tools
and integration and ‘1’cst clcmcnts  arc being

inhe] itcd where possible and reused or
mod i fied. As an example, this architecture
provides the capability to reduce the mass of
an AIM type system to 1/4 or 1/5 of the
current MPF VM1 ;bus approach while
reducing the volume by a factor of at least
two. It also results in an adaptable core that
is easily rcconfigurablc for other missions
and will provide the basis for a high
percentage of inheritance,

‘1’hc MOPS6000 prototype will be installed
in the J] ’I. I;light System ‘1’cst 13cd in thcl:all
of 1995 for extensive flight evaluation
testing and bench marking. The first step of
the experiment will including. porting the
J] ’I. 1;S7’  software to the MOPS6000 on the
tcstbcd  and performance of bench marking.
The second step would include the insertion
of a variety of 1/0 modules and proccssor-



memory core modules to run applications
for various missions to demonstrate the
multi-mission nature of the architecture.
‘1’hc last step will include experiments with
multiple processors to demonstrate fault
tolcrancc  and distributed processing required
to support cm-board autonomy functionality.
‘1’hc first step of the experiment is expected
to bc done by early spring 1996. The other
steps arc planned to be done in the following
year. Results of the experiment will be
published in near future.

7. CONCI.USION

‘1’his paper has presented a multi-mission
avionics architecture which is derived from
past cxpericncc, on-going flight projects at
.IP], and new mission studies. This
architecture employs interface standards
extensively. The key feature of this
architecture is a backbone standard parallel
bus which can accommodate various
standard serial interfaces through a
repertoire of 1/0 modules. The techniques
to adopt new backbone bus, to implement
redundant processors, and to support
distributed processing with this multi-
mission architecture have also been
discussed. “1’hc f lex ib i l i ty  of  th is
architect ure will allow avionics systems to
bc built to the requirements of most of the
missions rapidly and economically. An
instance of the architecture using the
MOPS6000 from the Southwest Research
Institute and I.oral has also been described.
I{xpcrimcnts to validate the multi-mission
architecture concept using the MOPS6000
wi 11 be performed in the .lPI, Flight  System
“1’cstbcd.  Results of the cxpcrimcnt will be
published in the near future.
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